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Verification and validation of blade-resolved
viscous-flow tidal turbine simulations
Manuel Rentschler, Tiago Gomes, Guilherme Vaz, Luı́s Eça, and Stephen Turnock

Abstract—Tidal turbines are a renewable energy source
on the rise. The exceptional predictability of tidal currents
contributes to a high reliability of this technology, which
represents a key advantage in the endeavor to become a ma-
jor contributor to the energy mix. To foster the development
and to support the design process of tidal turbines, reliable
numerical modeling techniques are required. This paper
presents verification and validation work performed within
the framework of the Supergen ORE Tidal Turbine Bench-
marking Study. Viscous-flow CFD code ReFRESCO is used
to conduct blade-resolved simulations of the towing tank
experiments. In a first approximation, a steady-state frozen-
rotor approach is chosen. A transition model, γ-Reθ , is
employed to predict the flow state transition on the turbine
blades. In the process, the sensitivity to input turbulence
quantities is highlighted. The numerical uncertainty is
estimated based on mesh refinements. Finally, a conclusion
is drawn to which accuracy the presented numerical models
can predict the outcome of the experiments.

Index Terms—Computational Fluid Dynamics, Verifica-
tion & Validation, Tidal Current Turbine, Frozen-Rotor
Approach

I. INTRODUCTION

THE extraction of tidal energy through marine
current turbines has experienced a surge of inter-

est around the turn of the millennium [1]. With the
European Marine Energy Centre (EMEC) the world’s
first wave and tidal test center was established in
2003. Because prototype testing in real-world condi-
tions was (and still is) very expensive though, experi-
mental model testing in water tanks, as already com-
mon for marine propellers, represented an alternative
solution. A popular example that motivated a lot of
follow-up research are the tidal turbine experiments
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that were conducted at University of Southampton [2],
[3]. Typically much less expensive than experimental
model testing is numerical modeling. While in the
beginning less computationally complex methods like
Blade Element Momentum Theory were favored [4],
growing computational resources allowed couplings
with Computational Fluid Dynamics (CFD) [5] and
finally fully blade-resolved CFD simulations [6], [7].
Despite recent research efforts [8]–[10] unsteady phe-
nomena and loading for off-design conditions are not
sufficiently well understood to this day and a lack of
confidence in CFD numerical predictions still persists.
This sparked the motivation for the Supergen ORE
Tidal Benchmarking Study [11], [12]. The present work
resulted from a blind test contribution to the first
stage of the benchmarking. Unsteady effects are not yet
considered here. Instead, the comparatively efficient
steady-state frozen-rotor approach was used to test
different numerical setups, to assess the sensitivity to
input parameters, perform a solution verification, and
to provide a first estimation for the credibility of the
simulations.

The remainder of this work is structured as fol-
lows: In section II, the mathematical model behind the
numerical approach is introduced. In section III, the
numerical setup is explained, covering numerical solu-
tion methods, the computational domain and meshes,
and the simulated test cases. Simulation results are
presented in section IV. Firstly, suitable inlet turbu-
lence quantities are identified through turbulence de-
cay simulations, then a verification study is conducted
to estimate numerical uncertainties and finally the
simulation results are compared to the experimental
data. A summary of the most important findings and
suggestions for future work are ultimately given in
section V.

II. MATHEMATICAL MODEL

A. RANS equations

The governing equations are the incompressible
Navier-Stokes equations following the principle of con-
servation of mass and momentum. To describe the
turbulent flow, a Reynolds-averaging is applied, split-
ting the instantaneous quantities into time-averaged
and fluctuating components and time-averaging the
equation, which yields the Reynolds-Averaged Navier-
Stokes (RANS) equations

∂ui

∂xi
= 0 , (1)
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both in index notation. Herein, ρ denotes the density, t
the time, u the velocity, p the pressure, µ the dynamic
viscosity, and f the body force. Time-averaged quanti-
ties are indicated by an overbar, fluctuating quantities
by a tick. Assuming steady flow, the unsteady term
disappears, but for completeness it is printed here and
in the following transport equations.

The contributions of the turbulent small scales ρu′
iu

′
j ,

represented in the so called Reynolds stress tensor,
need to be additionally modeled to close the system of
equations. A popular modeling approach is the Boussi-
nesq approximation [13] which reduces the problem
to determine the six unknown Reynolds stresses to
finding a suitable expression for a parameter denoted
eddy viscosity. The calculation of this expression is the
objective of the turbulence model introduced below.

B. Turbulence model
In this work, the k-ω SST turbulence model de-

veloped by Menter et al. [14] is employed across all
simulations. The turbulence model adds two more
equations to solve. The transport equations for the
turbulent kinetic energy k and specific dissipation rate
ω, again in conservation form, and for completeness
including the unsteady term, read
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Both equations contain the eddy viscosity µt, a pa-
rameter which was first introduced by Boussinesq [13].
In Menter’s SST turbulence model it is reexpressed as
function of k and ω according to

µt =
ρa1k

max(a1ω, SF2)
, (5)

where S is the magnitude of the strain-rate tensor. For
the further auxiliary functions and coefficients refer to
the original paper of the turbulence model [14].

C. Transition model
At moderate Reynolds numbers, the flow around

air-/hydrofoils exhibits both laminar and turbulent
regions. In such conditions, commonly used turbulence
models tend to underestimate the extent of the laminar
area, predicting transition to fully turbulent flow too
close to the leading edge of the foil [15]. The addition
of a dedicated transition model promises to correct
that behavior. In this work, the local correlation-based

γ-Reθ transition model is deployed. It was originally
developed by Langtry and Menter [16] for use in
combination with the k-ω SST turbulence model. More
recently, the transition model has also been coupled to
other turbulence model implementations such as the
k-
√
kL model [15], [17].

The transition model adds two further transport
equations, one for the intermittency γ and another
for the local transition momentum thickness Reynolds
number R̃eθt :
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Those equations interact with the turbulence model
through a modification of the production and destruc-
tion term in the transport equation of the turbulent
kinetic energy k as well as the blending function. For
a detailed description of the source terms, the values of
the constants, and the modifications to the turbulence
model view [16].

D. Rotation modeling
For the modeling of the rotor motion of the tidal

turbine, a moving reference frame technique is chosen.
Therein, a non-inertial coordinate system is assumed
to rotate with constant angular velocity Ω relative to
the inertial earth-fixed coordinate system. While the
rotor itself does not move and stays in the position
as defined by the fixed mesh (hence also the denomi-
nation frozen-rotor approach), the rotation is imposed
on the flow by adding a body force term on the right-
hand side of the momentum equation. For the absolute
velocity formulation (AF) used in this work, the term
reads

f⃗AF = Ω⃗× u⃗ . (8)

The advantage of this motion modeling approach lies
in the reduction of computational time, being able to
run the simulations in steady state. Meanwhile, for
the steady solution a fully developed flow is assumed,
transient effects are not captured. A further limitation
is that no relative motion between moving and fixed
bodies can be modeled. Consequently, the geometry
needs to be restricted to the rotating part. Details
regarding the numerical setup including the modeled
geometry, the computational domain and the meshes
are presented in the following section.

III. NUMERICAL SETUP

A. CFD software
To solve the previously introduced mathematical

problem numerically, CFD code ReFRESCO 1 is em-

1https://www.marin.nl/en/about/facilities-and-tools/software/
refresco
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Fig. 1. Modeled turbine geometry

ployed. The software is a community-based, open-
usage, viscous-flow CFD code developed for maritime
applications. It solves multi-phase, unsteady, incom-
pressible, viscous flows using the Navier-Stokes equa-
tions, integrating turbulence models, cavitation models
and volume-fraction transport equations for different
phases [18]. The equations are discretized using a
finite-volume approach with cell-centered collocated
variables, in strong-conservation form. A pressure-
correction equation based on the SIMPLE algorithm
is used to ensure mass conservation [19]. The applied
numerical schemes are specified in Table I and of
second-order accuracy, except for the first-order up-
wind convection schemes.

B. Turbine geometry
A detailed description of the experiments forming

the validation basis of the tidal turbine benchmarking
study is provided on the official project homepage
2, the geometry of the turbine is available as free
download. The three-bladed rotor has a diameter of
D = 1.6m, the rotating cylindrical part of the nacelle
has a diameter of 0.2m. The original geometry includes
a lengthy non-rotating nacelle part and the tower struc-
ture, which are both neglected in the present simula-
tions in favor of the frozen-rotor approach (see section
II-D). To avoid sharp edges at the cut nacelle, the
rounded hub is mirrored to the downstream side. The
total nacelle length of the modeled geometry is 0.9m.
The final turbine geometry used for the simulations is
shown on Fig. 1.

The blades are entirely based on the NACA 63-
415 profile. Meanwhile, the profile is modified by a
thickening function that removes the sharp trailing
edge to facilitate numerical modeling but at the same
time preserves the performance of the turbine.

C. Computational domain
The turbine is placed into a cylindrical domain with

a diameter of 5.725D and a total length of 10.5D.
The distance from the inlet to the rotor plane is 3.5D.

2https://supergen-ore.net/projects/tidal-turbine-benchmarking

Fig. 2. Computational domain

The arrangement is pictured on Fig. 2. Note that this
setup differs from the experiment in which the turbine
structure is placed in a large rectangular towing tank,
and where the tip clearance to the free surface only
amounts to about 0.22D. However, the diameter of
the cylindrical domain is chosen such that the global
blockage ratio of 3.05% is the same as in the experi-
ment. The influence of the free surface and unsteady
loading due to waves will be investigated in a later
stage of the benchmarking study. The fluid properties
from the experimental campaign are given with a water
temperature of 12.97 ◦C, a density of 999.4 kgm−3, and
a dynamic viscosity of 1.26× 10−3 Pa s.

Regarding the boundary conditions, on the turbine,
a no-slip wall condition is employed, imposing a zero
velocity relative to the surface, the turbulent kinetic
energy k is equally set to zero, the dissipation rate ω
is set to the near-wall analytic solution, and for the
remaining flow variables zero normal derivatives are
enforced. At the inlet, an inflow condition is prescribed,
requiring specification of inflow velocities and inlet
turbulence quantities, the intermittency γ is set to unity,
and the momentum thickness Reynolds number R̃eθt
is calculated from the turbulence intensity [20]. At the
side, a no-slip wall condition is used. Note that the
velocity is set to the same value as the inflow velocity,
to replicate the towing of the turbine through the tank.
The outlet is split into two regions, more precisely into
a central circle and a surrounding ring with a width of
1D. (Fig. 2). In the center, an outflow condition is ap-
plied, prescribing zero normal derivatives for all flow
variables. In the ring a pressure boundary condition is
used, where also zero normal derivatives are enforced
except for the static pressure which is fixed at a user
specified reference value, here pref = 0.

D. Test cases
Two different experimental conditions are to be con-

sidered. Firstly the clean cases, for which the uniform
inflow speed is set to uref,clean = 1ms−1, coinciding
with the tow speed. Meanwhile, the inherently low
turbulence levels in the towing tank motivated to
conduct a second set of test cases with a turbulence
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TABLE I
NUMERICAL SCHEMES

Equation Solver Preconditioner Convection scheme Diffusion scheme Gradient scheme

Momentum GMRES Jacobi Limited QUICK Central Differencing Gauss
Pressure CG Block-Jacobi – – Gauss
Turbulence GMRES Block-Jacobi First Order Upwind Central Differencing Gauss
Transition GMRES Block-Jacobi First Order Upwind Central Differencing Gauss

Fig. 3. Local Reynolds number along the turbine blade for an
intermediate tip speed ratio λ

grid installed in front of the rotor. The grid is not only
responsible for elevated turbulence levels, but also a
reduction in streamwise velocity at the rotor plane.
Hence, for the grid cases, the inflow speed is set to
uref,grid = 0.9207m s−1. The target turbulence quantities
at the rotor plane are a turbulence intensity of I = 3.1%
and an integral length scale of l = 0.037m. However,
due to turbulence decay the turbulence intensity to be
specified at the inlet needs to be higher than the target
value. The determination of a suitable inlet turbulence
intensity is the objective of the numerical turbulence
decay tests presented in section IV-A. The radial dis-
tribution of the local chord-based Reynolds number at
the turbine blades resulting from the two inflow speeds
and an intermediate tip speed ratio of λ ≈ 6 is shown
on Fig. 3. Values well below 3×105 are revealed, which
lie within the critical Reynolds number regime where
laminar-turbulent transition plays a substantial role in
the flow [21].

E. Meshes

The computational meshes are created with commer-
cial software Hexpress 3, an unstructured hexahedral
mesh generator. In order to determine the discretiza-
tion error from a mesh refinement study, see section
IV-B, at least four increasingly refined, geometrical
similar meshes are recommended [22]. For unstruc-
tured meshing of complex geometries, the condition
of geometric similarity can usually be fulfilled only

3https://www.numeca.com/product/omnis-hexpress

TABLE II
MESH PROPERTIES FOR DIFFERENT REFINEMENTS

Ref 1 Ref 2 Ref 3 Ref 4 Ref 5

Refinement factor 1 1.5 2 2.5 3
No. diffusion layers 2 3 4 5 6
First layer thickness [µm] 7.25 4.56 3.32 2.61 2.15
VL stretching ratio 1.4 1.25 1.18 1.14 1.12
No. viscous layers 10 15 20 25 30
No. cells [×106] 3.4 9.3 19.2 34.3 53.2
Min. orthogonality [◦] 6 5 7 8 10
Max. skewness 0.92 0.94 0.92 0.94 0.92

approximately. A guide on best practices is given by
Crepier [23].

The characteristics of the five meshes generated for
the present study following those guidelines are tab-
ulated in Table II. The thin trailing edge and fillets of
the blades represent a challenge to create a relatively
coarse mesh. With lots of local refinement necessary,
even the coarsest mesh achieves a cell count of over
3×106. The finest discretization reaches a total of over
53× 106 cells.

Note how, according to geometric similarity, the
refinement factor is a proportionality constant for the
number of diffusion and viscous layers (not for the
first layer thickness and the stretching ratio though, see
explanation in [23]). The numbers as indicated in the
table are only indicative for the meshes generated, as
Hexpress may adapt them slightly during the meshing
process, a tradeoff to improve mesh quality. The values
of the first layer thickness are chosen with the aim to
achieve a non-dimensional wall distance of y+ < 1 to
resolve the viscous sublayer of the boundary layer even
for the coarsest mesh. An overview of the meshes on
the surface of the turbine and around a foil section is
depicted on Fig. 4 and 5 for the coarsest and finest
discretization, respectively.

Two mesh quality parameters are also listed in Ta-
ble II, the minimum orthogonality and the maximum
skewness. For ReFRESCO, the aim usually is to keep
the values above 10◦ and below 0.9, respectively. None
of the meshes fulfills those target values. The amount
of problematic cells is not very large though and is
a lower three-digit figure for the coarsest mesh and
only a few dozens for the finest mesh. Critical locations
are confined to selected spots at the trailing edge and
fillets. This issue did not lead to any critical failure of
the simulations.
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(a) Ref 1 mesh (b) Ref 5 mesh

Fig. 4. Surface mesh of the turbine

(a) Ref 1 mesh (b) Ref 5 mesh

Fig. 5. Mesh around foil section

IV. RESULTS

A. Turbulence decay
As mentioned earlier, the inflow boundary condition

requires the specification of turbulence quantities at the
inlet. One parameter to be prescribed is the turbulence
intensity I , that is defined as the ratio of the root-
mean-square of the turbulent velocity fluctuations u′

and mean velocity U :

I =
u′

U
. (9)

The velocity fluctuations are related to the turbulent
kinetic energy k through

u′ =

√
1

3
(u′2

x + u′2
y + u′2

z ) =

√
2

3
k . (10)

The k − ω turbulence model is known for a strong
decay of turbulence quantities in the freestream. At
the same time, transition models are sensitive to those
parameters [24]. A correct specification of the turbu-
lence quantities is therefore imperative. To choose the
turbulence inlet conditions for the present test cases,
a parametric study is conducted and the turbulence
decay is investigated. Because the turbulence intensity
at the rotor plane was measured in the experiments in
absence of the turbine, the numerical simulations are
run for an empty domain of the finest discretization
Ref 5.

Besides the turbulence intensity, ReFRESCO takes a
second parameter at the inlet, the eddy viscosity ratio
µt/µ. Fig. 6 shows the turbulence decay at the center
line of the domain when following inlet values are
applied: I = 0.1% and µt/µ = 1. A steep drop in I
is already observed for the first cell (hence the curve
not starting at 1%). The steepness of the decay curve
reduces towards the outlet, but overall the curve is
monotonically decreasing. At the rotor plane, I is just
above 0.01%, almost an order of magnitude inferior to
the inlet value.

For the test cases with elevated turbulence level due
to the turbulence grid, an experimentally measured I =
3.1% at the rotor plane is aimed for. To avoid extremely
high inlet turbulence quantities and limit their decay,
two measures are taken. Firstly, until 1D in front of
the rotor plane, the turbulence quantities are frozen by
ignoring the dissipation term in the transport equations
of the turbulence model [15]. Secondly, the decay rate
is altered by choosing increased values for the eddy
viscosity ratio [25]. The dependence of the turbulence
decay behavior on multiple parameters leads to the
situation that different combinations of parameters can
yield the required I at the desired location. Fig. 7
exemplarily shows three of those combinations (note
the normalized y-scale). Summarizing, a higher eddy
viscosity ratio allows for a lower inlet I . The middle
curve corresponds to a setup in ReFRESCO in which,
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Fig. 6. Turbulence decay for an inlet turbulence intensity of 1%

Fig. 7. Turbulence decay for different inlet value combinations.
Turbulence parameters are frozen in front of x = −1D.

instead of the eddy viscosity ratio, the turbulence
length scale l was prescribed, which is available from
the experiments. Extraction from the flow field data
reveals that the corresponding µt/µ = 204 and thus
as expected the corresponding decay curve lies in
between the other two cases. Ultimately, it is found
that all three options that achieve the target I at the
rotor plane yield identical turbine loads, e.g. the thrust
and power coefficients differ less than 1‰. In the
following, all grid cases with elevated turbulence refer
to the version with I = 6.6% and l = 0.037m.

B. Solution verification
Solution verification aims at estimating the numeri-

cal uncertainty of a simulation result whose exact solu-
tion is, usually, not known. Commonly, the numerical
error consists of the sum of the round-off error, the
iterative error and the discretization error. The round-
off error originates from the incapability of comput-
ers to represent real numbers with infinite accuracy.
However, for computations with double precision, the
round-off error may be neglected.

The iterative error arises from the solution procedure
of the non-linear system of equations governing the

flow. A common quantity to estimate the iterative error
are the residuals of the flow field variables. However,
as in the benchmarking the validation data focuses on
the turbine loads, the iterative changes of the power
and thrust coefficient are considered in this work. The
coefficients are determined from the axial torque Mx

and force Fx, respectively, according to

CP =
MxΩ

1
2ρu

3
ref

1
4πD

2
, (11)

CT =
Fx

1
2ρu

2
ref

1
4πD

2
. (12)

The relative iterative changes of the coefficients
|Ci − Ci−1|/Ci for clean and grid cases are shown
on Fig. 8. The graphs correspond each to the finest
discretization Ref 5 and an intermediate tip speed ratio
λ ≈ 6. In the clean case the changes remain below
1× 10−5 in the second half of simulation time. For the
grid case the changes stagnate at even lower levels.
In the following it is demonstrated, that the iterative
error is at least two orders inferior to the discretization
error, and therefore may be deemed negligible in the
numerical uncertainty estimation [26].

The methodology and theoretical background for
determining the discretization error based on grid
refinement studies is explained in detail by Eça and
Hoekstra [22]. In short, the results for an evaluation pa-
rameter ϕ are plotted over the relative step size, a non-
dimensional discretization parameter. In the present
work, the step size results from the ratio of the number
of surface cells of the rotor of a certain mesh to
the corresponding value of the finest mesh. Then, a
least squares fit is applied in order to extrapolate the
solution at step size 0 for a, theoretically, infinitesimal
fine discretization. Depending on the observed order
of convergence and the difference between actual and
extrapolated result the uncertainty Uϕ is determined
for each discretization, also taking into account a safety
factor and the standard deviations of the fit. The un-
known exact solution is then expected in the interval

ϕi − Uϕ ≤ ϕexact ≤ ϕi + Uϕ . (13)

Above described procedure to determine the dis-
cretization error is implemented into the Verification
Tools software available from the homepage of MARIN
research institute 4. The discretization uncertainty es-
timation of thrust and power coefficient for the clean
and grid case at λ ≈ 6 is plotted on Fig. 9 and Fig.
10, respectively. Note that only the results of the four
finer meshes are used for the fit, the results from the
coarsest mesh are treated as outliers. This is justified by
the fact that, when using only four solutions, for three
of the four fits the uncertainty tools are able to identify
an apparent order of convergence (the p values with
decimals). When using all five solutions, the software
cannot find an acceptable order of convergence in any
case and therefore is enforced to choose a fit of linear
(p = 1) or quadratic (p = 2) order as fallback option.

4https://www.marin.nl/en/research/free-resources/
verification-and-validation/verification-tools
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(a) Clean case (b) Grid case

Fig. 8. Iterative changes of power and thrust coefficient

For the four shown discretization error estimations,
the fitted curve decreases monotonically from larger
step size (coarser mesh) to smaller step size (finer
mesh). At the same time, the size of the error bars
decreases towards smaller step size. As is to be ex-
pected, the extrapolated value of the exact solution
lies within the error bars. For the finest step size, the
estimated discretization errors of the coefficients have
a value of around 2% or below, only the error for CP

in the grid case is more elevated. This is related to the
selected fit with p < 1 which pushes the extrapolated
solution at step size 0 further away from the simulation
results than in the other cases where p ≈ 2. In the
future, an even finer mesh could be considered to
obtain more data points for the fit and to check whether
a better convergence behavior can be observed. In any
case, the conclusion of the verification exercise is that
the discretization error is the dominant contribution
to the numerical uncertainty compared to a negligible
contribution of round-off and iterative error.

C. Validation

The simulation results are now compared to exper-
imental results. Thrust and power coefficients for the
clean cases are plotted over a range of tip speed ratios
λ on Fig. 11. For the intermediate λ, the previously de-
termined numerical uncertainty is visualized by bars.
CT is underpredicted by the simulations towards lower
λ and overpredicted at higher λ. The experimental
results at intermediate λ lie just outside the numer-
ical uncertainty error bars. However, for a complete
validation, also the experimental uncertainty should
be considered, which at the time of writing is not
published yet. For CP , the simulation results tend to
be underpredicted compared to the experiments. This
is especially true for lower λ, where the difference to
the experimental results exceeds 10%.

The thrust and power coefficients of the grid cases
with elevated ambient turbulence level are shown on
Fig. 12 for a range of operational conditions of the
turbine. The overprediction of CT at intermediate and

higher λ amounts to 5% and more and is thus more
pronounced than in the clean cases. Again, the ex-
perimental result lies outside of the numerical uncer-
tainty interval. Even considering a certain experimental
uncertainty, an overlap of the solution ranges seems
unlikely. Regarding CP , the grid cases agree better with
the experiment than in the clean cases. The differences
are well below 5%, the only exception being the lowest
simulated λ.

To further analyze the different simulated behavior
of clean and grid cases the limiting streamlines on the
suction side of the turbine blade are compared on Fig.
13. This visualization makes it possible to identify flow
separation lines, here roughly sketched by a red line.
The plots correspond to the intermediate tip speed
ratio λ ≈ 6, the leading edge of the blade is at the
bottom, the trailing edge at the top. In the clean case a
first separation line is identified at around 40% of the
chord length. Behind the first separation line, the flow
conditions look quite chaotic, and smaller regions in
which flow attaches and detaches again are observed.
Meanwhile, for the grid case, the separation region is
a lot smaller and is limited to a thin band along the
trailing edge. Because the identical numerical setup
is used in the two cases and similar tip speed ratios
are compared, the different separation behavior can
only be traced back to the difference in turbulence
levels. Accordingly, the more turbulent flow tends to
withstand the adverse pressure gradient along the
chord for longer than the less turbulent flow. Thus, a
higher ambient turbulence intensity leads to the ob-
served reduction of the separation zone. To conclude,
the findings of this work are summarized in the next
section.

V. CONCLUSIONS

This work presented a steady-state frozen-rotor
RANS approach to simulate towing tank experiments
of a tidal turbine. The thrust and power coefficients
were evaluated over a range of tip speed ratios in two
scenarios comprising the clean setup with low ambient
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(a) CT (b) CP

Fig. 9. Discretization error estimation for clean case

(a) CT (b) CP

Fig. 10. Discretization error estimation for grid case

turbulence and the grid setup with elevated turbulence.
The numerical uncertainty of the hydrodynamic coeffi-
cients was estimated from grid refinement studies and
considered to judge the credibility of the simulations
in comparison with the experimental data.

One of the most important findings of this work is
the importance to accurately define the inlet turbulence
quantities and consider their decay behavior. The freez-
ing of turbulence quantities at the beginning of the
domain proved to be effective to avoid excessive decay.
Moreover, the eddy viscosity ratio can be instrumental-
ized to regulate the decay of turbulence intensity. For
the present simulations, the variation of eddy viscosity
ratio did not have a significant impact on the turbine
loads as long as the target turbulence intensity was
achieved at the rotor plane. The sensitivity of flow
conditions at the turbine blade to turbulence intensity
could be visualized by the limiting streamlines.

The thrust coefficient showed ideal convergence be-
havior in the grid refinement study. A numerical un-
certainty of around 1% was achieved. In the clean case,
the power coefficient did present a similar convergence

behavior with a numerical uncertainty of around 2%.
In the grid case, it did not present such a clear conver-
gence behavior and the here determined uncertainty of
around 9% may be overestimated. An additional data
point from an even finer mesh could help to achieve
a more adequate fit for the extrapolation of the exact
solution of CP and lead to a smaller discretization
error. Furthermore, future validation work also needs
to include the experimental uncertainties.

Even considering the uncertainties, the present sim-
ulations tend to overestimate the thrust coefficient and
to underestimate the power coefficient. The experi-
mental results lying outside the numerical uncertainty
interval hint at a modeling error. In this regard, it
must not be forgotten that the frozen-rotor approach
is a simplifying assumption of the actual experimental
setup. For a complex transitional flow with separa-
tion, the steady-state method may not be adequate.
In future work, it is therefore planned to model the
experiments with a higher degree of fidelity, adopting
a computational domain in the rectangular shape of
the towing tank that matches the actual boundary
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(a) CT (b) CP

Fig. 11. Comparison of thrust and power coefficients for clean cases

(a) CT (b) CP

Fig. 12. Comparison of thrust and power coefficients for grid cases

(a) Clean case

(b) Grid case

Fig. 13. Limiting streamlines on the suction side of the blade (leading edge down, trailing edge up)
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conditions. Therefore, also the fixed turbine support
structure is to be included and the influence of the free
surface has to be considered. In fact, the tip clearance
to the water surface is only less than a fourth of the
turbine diameter and so interaction may be expected.

The plans for future research render the frozen-rotor
approach infeasible, instead the rotor motion can be
modeled through sliding mesh technique. Thus the
upcoming work will also be able to quantify the still
insufficiently researched impact of unsteady turbine
loading and push the boundaries of high-fidelity CFD
capabilities.
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